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Data mining tasks

This is what we wantto do

Classification & class probability estimation

Regression or value estimation

Data Mining

OO0

Causal modeling

Attempt to predict, for each individual in a population, to which
of a (small) set of classes this individual belongs

Among all our customers, which are likely to respond to a given
offer?

Clustering

Attempt to estimate or predict, for each individual, the numerical
value of some variable for that individual

|<ow much money will a given customer pay to use our service?

Co-occurrence grouping

Attempt to help us understand what events or actions actually
influence others

Did X happen because of Y or was this just a coincidence?

Profiling

Attempt to group individuals in a population together by their
similarity, but not driven by any specific purpose

Do our customers form natural groups or segments?

Link prediction

Attempt to find associations between entities based on transactions
involving them

| What items are commonly purchased together?

Data reduction

Attempt to characterize the typical
behavior of an individual, group, or population

What is the typical cell phone usage of this customer segment?

Similarity matching

Attempt to predict connections between data items, usually by
suggesting that a link should exist, and possibly estimating the
strength of the link

Since you and Karen share 10 friends, maybe you’d like to be
Karen’s friend?

Attempt to take a large set of data and replace it with a smaller set of
data that contains much of the important information in the larger
set
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Attempt to identify similar individuals based on data known
about them

Which companies are similar to our best customers? Let’s focus

our sales efforts on those.
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Supervised methods Data Mining

Classification @ @

Classification problems

Examples
Document classification Fraud detection
Which conditions need to be met in order to classify a document as Which criteria and decision rules are most successful in identifying
top secret? fraud cases ?
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Wine Captcha
A wide range of criteria are used to classify different types and Classification of characters is actually easier for human beings than
qualities of wine. it is for machines.
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Supervised methods
Classification

The weather dataset

093

Attributes
Outlook Temperature Humidity Windy _
overcast hot high FALSE yes
overcast cool normal TRUE yes
overcast mild high TRUE yes
overcast hot normal FALSE yes
rainy mild high FALSE yes
rainy cool normal FALSE yes
rainy cool normal TRUE no
rainy mild normal FALSE yes
rainy mild high TRUE no
sunny hot high FALSE no
sunny hot high TRUE no
sunny mild high FALSE no
sunny cool normal FALSE yes
sunny mild normal TRUE yes
s weather.arff

Data Mining
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Target
attribute




Supervised methods
Classification

ZeroR | ZeroRule | base rate

The predicted output is simply the most frequently
occurring classification in a set of data.
If 65% of data items have that classification, ZeroR would
presume that all data items have it and would be right
65% of the time.

weather.arff

Data Mining
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Supervised methods
Classification - ZeroR

The weather dataset

Attributes
Outlook Temperature Humidity Windy _
overcast hot high FALSE yes
overcast cool normal TRUE yes
overcast mild high TRUE yes
overcast hot normal FALSE yes
rainy mild high FALSE yes
rainy cool normal FALSE yes
rainy cool normal TRUE no
rainy mild normal FALSE yes
rainy mild high TRUE no
sunny hot high FALSE no
sunny hot high TRUE no
sunny mild high FALSE no
sunny cool normal FALSE yes
sunny mild normal TRUE yes
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Data Mining

OO0

The goal of ZeroR

Target
attribute

Let’s say we get a new observation and want to
estimate whether play will be yes or no. We are trying
to find the most frequently occurring classification for

the target attribute to decide.

LEARNING
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Supervised methods Data Mining

Classification - ZeroR @ 6

Outlook Temperature Humidity

NGO
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Supervised methods Data Mining

Classification @ @

We’'ll take a closer look at two other
classification algorithms

OneR | OneRule Decision tree

“One attribute to rule them all” “It’s all about nodes, branches and leaves”

Nodes & Root node
- 4 P
@ &

Internal node

Thc.e Cf)l’e idea is that one ?ttrlbute shoul.d_sufflce to classify the Brandhies ‘ ’ . . ‘
majority of new observations, and surprisingly, the performance
of the OneR algorithm is only a few percentage points below
more complex algorithms. ’ ’
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Supervised methods
Classification

Data Mining

OO0

We'll take a closer look at two
classification algorithms

OneR | OneRule

“One attribute to rule them all”

The core idea is that one attribute should suffice to classify the
majority of new observations, and surprisingly, the performance
of the OneR algorithm is only a few percentage points below
more complex algorithms.

weather.arff

Decision tree

“It’s all about nodes, branches and leaves”

Nodes Root node

» »

Internal node

Branches i Z g i ;

Leaves
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Supervised methods
Classification - OneR

The weather dataset

Attributes
Outlook Temperature Humidity Windy _
overcast hot high FALSE yes
overcast cool normal TRUE yes
overcast mild high TRUE yes
overcast hot normal FALSE yes
rainy mild high FALSE yes
rainy cool normal FALSE yes
rainy cool normal TRUE no
rainy mild normal FALSE yes
rainy mild high TRUE no
sunny hot high FALSE no
sunny hot high TRUE no
sunny mild high FALSE no
sunny cool normal FALSE yes
sunny mild normal TRUE yes
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Data Mining

OO0

The goal of OneR

Target
attribute

We have four attributes and want to select the single
attribute with the best predictive power for our target
attribute

In other words, let’s say we get a new observation and
want to estimate whether play will be yes or no. We
are trying to find the attribute we’ll want to look at to
decide.

LEARNING
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Supervised methods Data Mining

Classification - OneR @ G

Table 4.1 Evaluating the attributes in the weather data.
Attribute Rules Errors Total errors
1 outlook
2 temperature
3 humidity
4 windy

<$NCOI
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Supervised methods Data Mining

Classification - OneR @ G

Table 4.1 Evaluating the attributes in the weather data.
Attribute Rules Errors Total errors
1 outlook sunny — no
2 temperature
3 humidity
4 windy
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Supervised methods
Classification - OneR

Data Mining

OO0

Outlook Temperature |Humidity Windy Play
overcast hot high FALSE yes
overcast cool normal TRUE yes
overcast mild high TRUE yes
overcast hot normal FALSE yes
rainy mild high FALSE yes
rainy cool normal FALSE yes
rainy cool normal TRUE no
rainy mild normal FALSE yes
rainy mild high TRUE no
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Supervised methods Data Mining

Classification - OneR @ 6

Table 4.1 Evaluating the attributes in the weather data.
Attribute Rules Errors Total errors
1 outlook sunny — no 2/5
2 temperature
3 humidity
4 windy
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Supervised methods Data Mining

Classification - OneR @ 6

Table 4.1 Evaluating the attributes in the weather data.
Attribute Rules Errors Total errors
1 outlook sunny — no 2/5

overcast — yes

2 temperature
3 humidity
4 windy
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Supervised methods
Classification - OneR

Data Mining

OO0

Outlook

Temperature

Humidity

Windy

rainy mild high FALSE yes
rainy cool normal FALSE yes
rainy cool normal TRUE no
rainy mild normal FALSE yes
rainy mild high TRUE no
sunny hot high FALSE no
sunny hot high TRUE no
sunny mild high FALSE no
sunny cool normal FALSE yes
sunny mild normal TRUE yes

page
0105

<¥NCOI

4

LEARNING



Supervised methods Data Mining

Classification - OneR @ 6

Table 4.1 Evaluating the attributes in the weather data.
Attribute Rules Errors Total errors
1 outlook sunny — no 2/5
overcast — yes 0/4
2 temperature
3 humidity
4 windy
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Supervised methods Data Mining

Classification - OneR @ 6

Table 4.1 Evaluating the attributes in the weather data.
Attribute Rules Errors Total errors
1 outlook sunny — no 2/5
overcast — yes 0/4
rainy — yes
2 temperature
3 humidity
4 windy
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Supervised methods
Classification - OneR

Data Mining

OO0

Outlook Temperature |Humidity Windy Play
overcast hot high FALSE yes
overcast cool normal TRUE yes
overcast mild high TRUE yes
overcast hot normal FALSE yes

sunny hot high FALSE no
sunny hot high TRUE no
sunny mild high FALSE no
sunny cool normal FALSE yes
sunny mild normal TRUE yes
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Supervised methods Data Mining

Classification - OneR @ 6

Table 4.1 Evaluating the attributes in the weather data.
Attribute Rules Errors Total errors
1 outlook sunny — no 2/5
overcast — yes 0/4
rainy — yes 2/5
2 temperature
3 humidity
4 windy
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Supervised methods Data Mining

Classification - OneR @ “

Table 4.1 Evaluating the attributes in the weather data.
Attribute Rules Errors Total errors

1 outlook sunny — no 2/5 414
overcast — yes 0/4
rainy — yes 2/5

2 temperature hot — no* 2/4 5/14
mild — yes 2/6
cool — yes 1/4

3 humidity high = no 3/7 4/14
normal — yes 1/7

4 windy false — yes 2/8 5/14
true — no* 3/6

<$NCOI
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Supervised methods Data Mining

Classification - OneR @ “

Graphical representation of OneR What happens with
’= Missing values Continuous values
000 Seen as an .Super.wse.d
0 extra class discretisation
0 0 0 0
0 o 0
0 0
0 0
o 0
0O o0 oY
0] o 9 0 Example Example
Outlook Age
X Sunny 225
Overcast <25
If x2 = nom1then @ Rainy
If X2 =nom2then O Missing

<$NCOI
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Supervised methods
Classification - OneR |

Data Mining

OO0

Let’s practice

Zoo.arff auto.arff
- Apply OneRule classification - Make the best possible rule for the
- Watch out with the attribute attribute ‘horsepower’
‘animal’ - Pay attention to the following
- Is the classification we found a - Classis not correctyet
good one? - Pre-processing is needed

(discretisation)

<$NCOI
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Supervised methods Data Mining

Classification @ “

We'll take a closer look at two
classification algorithms

OneR | OneRule Decision tree

|N

“It’s all about nodes, branches and leaves”

Nodes & Root node
- 4 P
@ &
Internal node

The core idea is that
Branches ‘ .
, and surprisingly, the performance ‘ . ‘

of the OneR algorithm is only a few percentage points below
more complex algorithms. ’ ’

“One attribute to rule them al
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Supervised methods Data Mining

Decision trees @ “

Three things to know about decision
trees

. Used for classification based on multiple

overcast attributes

’ Offer a simple graphical representation of
decision rules

false true

normal

. Allows classification of new observations by moving

no yes yes no through the tree, starting at the root node.

0114 LEARNING

Decision trees are easy to underst%angcel and very useful in guiding discussions. ml
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Supervised methods Data Mining

Decision trees @ °

Two types
of decision trees

Classification trees Regression trees

outlook

2

zounny  =overcast  =rainy

no yes yes no

Attributes are discrete Attributes are continuous
Discretisation will be necessary

<$NCOI
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Supervised methods

Decision trees

Let’s try

Make a decision tree based on this

data

The goal is to decide whether or not to grant a

loan.

Monthly income

Requested loan

Loan granted

€200 € 88.000 No
€1.100 € 80.000 Yes
€ 1.400 € 75.000 Yes

€ 500 € 50.000 No
€2.200 € 180.000 No
€ 2.500 € 105.000 No
€4.000 € 99.000 Yes
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Supervised methods Data Mining

Decision trees @ °

Let’s try
Make a decision tree based on this
data
The goal is to decide whether or not to grant a _
Income
loan.
Low High
<€1.100 >€1.100
Monthly income Requested loan Loan granted
e
€1.100 € 80.000 Yes High Low
> € 99.000 <€ 99.000
€ 1. 400 € 75.000 Yes ,4~» ..................
€2.200 €180.000 No Monthly income | Requestedloan Loan granted
€ 2.500 € 105.000 No €1.500 € 75.000 ?
€ 4.000 € 99.000 Yes €500 € 80.000 ’

0117 LEARNING

NGO
Y



Supervised methods Data Mining

Decision trees @ G

Making a decision tree

* Credit scoring: Grant the loan or not?
* Make a decision tree for this dataset

* What if our domain knowledge tels us that 1000 would be
a better boundary than 5007

credit_scoring_for_tree.arff

(&0
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Supervised methods Data Mining

Decision trees @ G

Making a decision tree
A simple example

Yes No Yes Yes No No No No Yes No Yes Yes
. The plan
Yes Target attribute, e.g. ‘yes’ could mean ‘defaults on loan’ P

1. Let’srearrangetogetgood
view on the data
2. Let’sbuild a decisiontree
1. Which attribute to split
on first?

Attribute: Head shape (square,round)

Attribute: Body shape (square,oval)

0119 LEARNING
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Supervised methods
Decision trees

Our data

RARA
1141

Yes

No

Let’s do this intuitively first,
then look into some more

Making a decision tree formal methods

Yes

No

A simple example

Our question
Should we first split on head shape or on body shape?

Option 1 : body shape

Rectangular bodies Oval bodies
Yes Yes Yes Yes Yes No No No No No No Yes
Yes: 71% No: 29% Yes: 20% No: 80%

Option 2 : head shape

Rectangular heads Round heads
Yes Yes Yes Yes Yes No No No No No No Yes
Yes: 83% No: 17% Yes: 17%

0120 LEARNING

page No: 83% Q’?ﬁ&)]



Supervised methods Data Mining

Decision trees @ 6

Making a decision tree
A simple example

Square Round
Head shape

No No No No No Yes

Yes Yes Yes Yes Yes No

Oval Square
Decision: Yes
Body shape
No No No No No Yes
Decision: No Decision: /

<$NCOI
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Attribute selection

Purity

This set is the

purest of
the two

\‘

This set is the
impurest of the

two

\

Attribute selection with information
gain

Entropy

Entropy is a measure of disorder that can be
applied to a set.

Entropy = -p, . log,(p,) = p, - 108,(p,) - ..

p; = the probability or relative percentage
of property i within the set

p(+)=7/8
p(-)=1/8

Entropy =-7/8.log,(7/8)— 1/8.log,(1/8)
Entropy = -((0.875x-0.19)+(0.125*-3))
Entropy = 0.54

p(+) =4/8
p(-) = 4/8

Entropy = -4/p8.|og2(4/8)— 4/8.log,(4/8)

age
Entropy =1 p122

A more formal way of
selecting which attribute to
split on

Information gain

Information gain measures the change in entropy
due to any amount of new information being
added

In the context of supervised segmentation, we
consider information gained by splitting the set on
all values of a single attribute.

Let’s call the original set the parent set and the
result of splitting on the attribute values the k
children sets

IG ( parent, children) =
entropy( parent ) -

[p(c,) x entropy(c,) + (p(c2) x entropy(c,) + ...]

Ci — Chlldl
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Attribute selection Data Mining

A closer look at entropy @ G

NGO
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Attribute selection Data Mining

A closer look at information gain @ “

Split on attribute 1 or 2?

Attribute 1 Attribute 2

Entire population (30 instances)

Entire population (30 instances)

pl ® )=16/30=0.53
p¥r ) =14/30=047

Residence = OWN Residence = RENT Residence = OTHER

Balance < 50K Balance = 50K

pl®)=1213=092

pl®)=4/17=024

pl®)=7/8=038 pl®)=4/10=04 pl®)=5/12=042
pl¥r)=1/13=0.08 pl¥r)=1317=0.76 plr)=1/8=0.12 pl¥r)=6/10=0.6 pls ) =7/12=058
Entropy parent =0.99 Entropy parent =0.99
Natropy child 1 =0.39 Entropy child 1 =0.54
=0.79 Entropy child 2 =0.97
=0.99 —(0.43 x 0.393.0.57 x 0.79) Entropy child 3 =0.98

=0.37

Information gain =0.13
page <$YNcoI
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Supervised methods Data Mining

Decision trees @ G

Two ways to make a decision tree

This is called post-pruning

Start from the data Grow the tree until it’s ‘Prune’ the tree until it’s
very big workable

We'll take a
closer look at
each of these

This is called pre-pruning

Grow the tree until a certain amount of splits is performed

0125 LEARNING
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Supervised methods Data Mining

Decision trees — Post-pruning @ 0

Post-pruning In practice

Starting point ‘7 All data is in the root node

-
Hunt’s Algorithm e
Apply Hunt’s 1. Find the best attribute to split on (e.g. Information gain) = = D S s
algorithm .7 2. Split i <y v iy vy vl A b e v Performance : 69%
+ Discrete: Every class is a new branch —— ——————
*  Continuous: Split the range into different branches —— _
3. Repeat step 1 and 2 until every leaf node only contains one class. e w1 ey

Two possible strategies

Performance : 75%

Prune back . Subtree-replacement
the tree . - N *
. Subtree-raising - - .

= <INCOI
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Supervised methods Data Mining

Decision trees — Post-pruning @ @

. . Pruning strategies
Decision tree based on Hunt’s & &

algorithm

I
I—J

Subtree replacement Subtree raising

<$NCOI
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Supervised methods Data Mining

Decision trees — Subtree replacement @ @

Which subtree can we replace?

wage increase 1st year wage increase st year
<=2.5 >2.5 >2.5
<=36 | >36 > 10 <= 10 <= 10
o o
none | half full <=4 \ >4 >4
bad ‘ bad good l bad good ‘

<$NCOI
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Supervised methods Data Mining

Decision trees — Pre-pruning @ 6

Pre-pruning

Grow the tree until a certain amount of splits is performed

T CAN'T BEUEVE SCHOOLS
ARE ST TEACHING KIDS
ABOUT THE NULL HYPOTHESIS.
’ .
T REMEMBER READING A BIG In theory In practice
STUDY THAT CONCLUSIVELY - |
Stop-rule based on Difficult to decide when to

DISPROVED IT MARS AGO.
stop growing the tree.
Other issue: what if none

O of the attributes are
significant on their own,
but combinations are?
<SNCOI
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Supervised methods Data Mining

Decision trees @ °

Two ways to make a decision tree

In practice

This is called post-pruning
Used more often

Start from the data Grow the tree until it’s ‘Prune’ the tree until it’s

very big workable Computationally demanding

This is called pre-pruning
Often stops splitting too soon

Grow the tree until a certain amount of splits is performed
Computationally more efficient

<$NCOI
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Supervised methods Data Mining

Decision trees in practice @ G

Freely available Commercial version
. . C5.0 Algorithm
ID3 Algorithm C4.5 Algorithm " € ”
Rulequest
; : ; Allows values to be ‘not
Attribute selection Numeric values .
applicable’
Entropy Missing values Easier to use
. ) . More accurate, faster, less
Information gain Pruning
memory

Latest version is C4.8

Available in Weka as J4.8

(Java iR¥pfementation) m‘
0131
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Supervised methods Data Mining

One thought on C4.5 @ @

Observation Idea
Missing values are shown as Missing values forma
e separate class
Question

N

Is this always a good idea?

Male + ? : This should actually be seen as ‘No’

David Male ?
Matthias Male No
Emma Female Yes Some pre-processing mightbe a good idea
Ann Female ?

0132 LEARNING
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Supervised methods Data Mining

Decision trees @ G

Making a decision tree J4.8

* Make a decision tree for this dataset

Evaluate error rate

4

Evaluate kappa

Evaluate precision/recall

* Would you like the model to result in the following
No-recurrence-events

Recurrence-events

Weka Explorer: sick/sick.arff
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